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ABSTRACT

Learning a set of gestures requires a non-triviakstment
of time from novice users. We propose a novel augro
based on positive reinforcement for motivating tirdine
learning of multi-touch gestures: introducing siepyjame-
like elements to make gesture learning fun andyahje.
We develop 3 metaphors, button widgets, animateihgp
widgets, and physical props, as primitives for sanphysi-
cally-based puzzles which afford the disclosurstafic and
dynamic hand gestures. Using these metaphors, \pke-im
mented a gesture set representing 14 of 16 gesfoes in
an established hand gesture taxonomy. We presergshlts
of a quantitative and qualitative evaluation whiolicate
this approach motivates gesture rehearsal morfeasovideo
demonstrations, while memory recall was equivaterall
but improved in the short-term, for controlled sk
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INTRODUCTION

Direct, multi-touch gestural Uls [31] offer a stgpwvalue
proposition, including: gestural commands physjcaliunk
command and operands into a single action [1]; birah
interaction enables higher input bandwidth [2]pk#-based
gestures can be easier to learn and recall thabhokey-
based ones [3]; and different commands can ofteimtee-
mingled implicitly when gestures also specify comoha
parameters (e.g., selection lassos and erasubblssriwhile
drawing). Gestures can also be committed to phiysioacle
memory which can help users focus on their task [4]

Despite these advantages, when given the choideato
gestures/keyboard shortcuts or use a GUI altematisers
generally favor GUIs [5]. We believe that thismgefrom
two factors: learning gestural interaction requigesignifi-
cant investment of time and effort; and users petcthat
this investment comes at too high of an immediatt. Ap-
pert and Zhai found their participants requirechgarage of
10 observations of a set of 14 pen gestures teeelai recall
raté" of approximately 80% [3]. Similarly, Freeman et al
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saw a 67% recall ratafter 8 repetitions of a set of 16 touch
gestures [6]. Even worse, a failed gesture atteapdiscou-
rage novices, making them less likely to contimukearn the
system [7]. This leads to the conclusion that usdrs learn
more than several application gestures and sherécatrare.

The goal of this work is not to reduce the investhef ef-
fort needed to master a gesture set (i.e., the auoflrepeti-
tions needed), but rather to mask this up-fronegtment
cost with an immediate, albeit ancillary, rewandn - thus
adapting Webster's hypothesis [31]. By altering fies-
ceived cost structure of gesture learning, we expect more
users will be motivated to learn more gestures efvémey
end up spendingoretime and effort learning.

Without such an immediate reward, we believe tkatsiare
daunted by the thought of having to repetitivelgqgtice a
large set of unfamiliar gestures. However, by skpp gest-
ure learning as a challenge consisting of a setddidually
fun elements, we believe users may consider legrges-
tures as a welcome, engaging opportunity and uttiiya
more users will make the novice to expert transitio

Our approach is thus to motivate gesture learnimgugh
positive reinforcement. To begin to explore thissg we
developed the Gesture Play system. Gesture Pfayasline
gesture learning system designed to be fun ancgerggaut
not overly distracting or addictive. To teach eapplication
gesture, Gesture Play provides a simple, puzzéegikysical
mechanism invoked from a toolbar similar to Ge®arg7].
Each puzzle utilizes simple physical metaphors rsisting
of buttons, props and springs (Figure 1) — desigeedthat
properly manipulating it equates to properly rebigy its
gesture. Physically simulating the components chgauz-
zle not only produces engaging behaviors, but sigiports
rapid puzzle mastery since users can apply inaitdason-
ing. As further motivation to explore more gesture®
award collectible trophies when a user successftdiyn-
pletes a gesture, similar to web-based casual gihes
Usage Scenario

Jane begins using an unfamiliar gesture-based cagiplh.
She notices the Gesture Play toolbar and tapscomaand
name that is relevant to her task (see Fig. 1figtehd of
performing the command, her tap opens a gestureleuz
inside a practice area that is safely isolated figan main
work-area. She sees 5 metallic finger pads anchdesming
springs beneath a semi-transparent hand overlaigntiliar
with multi-touch gestures, she pokes at the backygtof the
puzzle with one finger. This causes the springtbhtance”

Values cited from graphs
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enough to focus her attention time finger pac and hand
overlay image (Fig. 1-2)Next, she tries usii one finger to
drag one finger pad; asrntoves, the attached spriextends,
turns red (Fig. 1-3and eventually “slips off” her finger ar
bounces around losing momentum quickiyg. 1-4). Intri-

gued by this response, she tries placing her hatfki pist-

ure indicated by the hand overlapd notices it fade aw

(Fig. 1-5). Hesitantly, she starts crumplihgr fingers and
sees the springs turn greeainforced, sh«continues crum-
pling until a “Nice Job!” tooltip animatesnto the scree fol-

lowed by a notification that she has warrophy for cm-

pleting the 5-finger crumple gesture (Figé)l She lifts her
hand from the surface and the springsillateback to their
original position. Enjoying this expience, st repeats it
several times purely for her own amusen She is then
encouraged to attempgeveral other gesturewhich reward
her with more trophies. Having developedense of maste
over the puzzles, she decidesctmplete her trophy coc-

tion by exploring all the system gestures.

/\\

Figure 1. Gesture Play usage scenario, see above.

Contributions

We present the design Gfesture Play, a novel onlines-

tureteaching tool that motivates learning through femgig-

ing Ul elementsalong with two evaluatiol. A quantitative
evaluation versus a control indicatbat Gestur Play is as
efficient as video demonstratioas teaching gestures wh

being engaging enough that users pléth it more sponta-
neously, for controlled tasks. gualitative evaluatiorindi-

cates users prefer Gesture Play over vidgoahstratior.

BACKGROUND AND RELATED WORK

We review three areas of related work, includingstgre
teaching, operant conditioning, and phydiesed Us:
Gesture & Accelerator Learning

Teaching pen gestures has an extensive back¢. Kurten-
bachet al [9] extended contextual crib she of available
gestures with traceablen situ animated demcstrations.
When a Help button is pressed, InkSdib@] overlays ges-
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ture images on top of contextudl targets. Marking Menus
[4] teach a restricted gesture ssta b-product of interact-
ing with a hierarchical, radiahenu sytem. HoverWidgets
depict hover path gesturesnanatincfrom a common start-
ing point [11]. OctoPocussimilarly uses colored feed-
forward trails to showhe next portion oavailable gestures,
as unlikely candidates fade awfh?]. GestureBar uses a
toolbar to invoke a gesture exporcomprised of practice
area and annotated animationgitier showing that purely
gesturebased applications could be made approac [7].

In the area of handestures, Characconveyed gestures to
users through pictogram languag [13]. Vogelet al used a
video-based tutorial to teach &ir- gesture[14]. Brandlet al
used a crib sheatyle mechanism to revepen and multi-
touch gestures [15]. FinallyshadowGuidesaught multi-
touch gestures using crib sheet in tandem wiannotated
feed-forwardsimilar to OctoPoct [6] and demonstrated a
performance improveent over vide-only; however it re-
quires up front training and thusnistwalk-up-and-use.

ShadowGuides algaroposed a taxonomy of surface gest
and a set of example gestusggaming that taxonomy. We
adopted this gesture set and their evaluation pobtof
comparing to video-based demtration

Each of these systems, excéparking Menus, was eva-
luated in contextsvhere tasks could only be perforrges-
turally. Our work differs byaddressinthe issue of motivat-
ing arbitrary multi-touctgesture learninwhen familiar and
initially simpler nongestural alternatives are availa
Physics-Based Uls

Several projects use physidgven behaviors as Ul ele-
ments.Early work includes physical treatnt of windows
[18] and a3D paper flyer metaph19]. Recent examples,
BumpTop [20]and “Bringing Physics to the Surfa [21],
use a physics engine to creagalistic effects. Magic Paper
allows users to create and plafhw2D physics scenes usi
pen input and gestures [2dhcobset al hypothesize that the
appeal of these Uls stems from t being consistent with
the user’'s understanding of the natworld — a principle
dubbed “Reality-Based Interfacd23].

Affective Computing

Work in affective computing has previousposited that
fun learning experiences magad students to spend mc
time in an experience and thus increase leal [24]. This
notion is the foundation foGestur: Play, although to our
knowledge has not been applied online gesture learning.
Operant Conditioning

Grossman et al. applied pairadsociate learning to ace-
rating the onlie learning of hotkey(5]. We instead ap-
proach the problem of motivating learning using rapé
conditioning theory concepts that we briefly owdl[16]:

An operant response is a behavior that idifiable (in-
creased or decreased likelihood) by its conseqgefidesre
are typically four types of consequen:

Positive Punishmenain attempt to decrease the likelihooc
a behavior recurrence by presenting an aversivaeukts
after the behavior (@vant response) occt
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Negative Punishmentin attempt to decrease the likelihc
of a behavior recurrence by removing an appetitiraulus
after the behavior (operant response) occurs.

Positive Reinforcemendin attempt to increase the likelihc
of abehavior recurrence by presenting an éitive stimulus
after the behavior (operant response) occurs.

Negative Reinforcemen&n attempt to increase the lilh-
ood of a behavior recurrence by removing ansive stimu-
lus after the behavior (operantpesse) occur

Under operant conditioning theory, the traditiomathod of
teaching hotkeys could be characterized as negagin-
forcement: by learning the hotkeys (behavior), sisesn
avoid using the menu (the aversive stimulus). Simeay
users lear very few or no hotkeys, Grossmet al explored
accelerator techniques. The two bestforming technique:
audio shortcut reminders and disabled menu iteneffect
utilize negative reinforcement and positive punishin ie-
spectively, to motivate usets learn the shortcuts. The aui
reminder serves as a distracting reminder (avessinmailus)
that the user should learn shortcuts (but stidvedl them tc
use the menu) as well as a memory aid’, while tbabted
menu presents the user with a deadwhen they attempt
execute a command without shortcuts (punishn

We note that negative reinforcement and punishnaee
inherently unpleasant and possibly less motivatirtye use
in the short term. We therefore argue in favor osifive
reinforcement because it has the potential to motivatn-
ing through a pleasant user experience.

Typing tutors and Giraffe [17&re notable applications
positive reinforcement to Ul learning. Typing tigamot-
vate touch typig with gaming elements that make ritive
exercises seem more fun than tedious. Giraffe eghgimilar
techniques to teaching the Graffiti text input laage. Bott
of these approaches require offline learning whighand
previous authors believe hdsadvantages. Online learni
is lightweight and allows the user to learn as @evas man)
gestures as they want, when they want. This elit@eéaj-
front training, a potential barrier to adoption, bgabling
learning-whileedoing. We are unaware of pr investigations
into making online gesture learning fun or g-like.
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Figure 2. (1) Semi-transparent (80% opacity) Hand Overlay Images af-
ford initial gesture hand pose. (2) Incorrect pose does not hide overlay to
reinforce differences. (2a) Correct pose hides overlay

DESIGN OF GESTURE PLAY
Our goal is to harness the fun quality of gamesfpurpose
ESP [25] used this approach fauman computatiorwhile
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our goal is to motivate the user to learn gest Webster
[32] argues that introducing play may lead to improvers

in workers learning computer syste— we apply this notion
to learning gestures.

Gesture Play attempts to find“sweet spot (based on the
MDA framework for difficulty level [30] in which gaming
elements are neither too sdisclosing, in which case users
might not feel challenged enough to perform anioastnor
so involvedas to make the system become addi, overly
difficult, or off-putting. Thissweet spc needs to encourage
users to spend just enough titeebecome actively engag
andto experience amusement, but more.

Design Principles
We identified four guidingprinciplesfor a fun, online ges-
ture learning system:

e Short-Term Fun (Gl)individual gesture learning tech-
niques should be fuand engagir

e Long-Term Fun (G2)overall progress learning as-
ture set should be rewarded

e Casual (G3) system mechanicshould be easy to ap-
proach andearn for a broad range of us

« Minimize Distraction (G4)gesture learninshould con-
sist of brief, interruptiblactivities

Our strategy was toonceive of gesture learning as a sys
of mechanical puzzles, where each coul readily solved in
very few attempts (G4)To facilitate approachability (G3),
we use only two metaphorbased on everyday physical
objects” of which users possesgriori knowledge — springs
(with physical props)and button. Such physically-based
puzzlesallow users to reason about them in a natural
[23] and effectively transform all gestures into phykioa-
nipulations [26]. In additiortp encourage repeat interactic
(rehearsal), the physicallyased puzzleproduce engaging
animated responses to user input, for both cc and incor-
rect gesture performances aathploy gam-like graphics
and animations where needed (GIlg motivate longer-term
exploration, we awardollectible trophie for each learned
gesture (G2). W do not use audiexcept for a short bell
sound when a trophy is award@s4).

Gesture Play Primitives

In this section, we present the design elementscty
comprise Gesture Play, and how they are derivem foar
design principles. We also describe iterations Hrat the
result of early pilot testing wherkuistrative

Initial Posture Affordance: Hand Overlay Images

When a puzzle is first shown, setransparent hand overlay
images indicate the initial hand p (Figure 2). When the
user assumes the correct initial pose, the handagviades
out. By extension, if a user assumaa incorrect initial hand
pose, the correct hand pose will continue to bibleiside-
by-side with their actual hand pose, helping to itatgtthe
difference between what they are doing and wherisect

In initial pilot testing without overlays, usersnsetimes dic
not assume the correct initial hand posture. Tinés led us
to add non-realistic depictionga an overla, similar to [6],
and while this improved almost all of the problenrsgrs dic
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occasionally misinterpret the 3-nuances of the pose, st
as whether the palm should be flat on the surfageosed
above it. This led us to choose photographiresentations
to indicate hand placement nuances, such as-D pose of
the hand, which addressed this issue.

Once the user’s hand is in contact with the disptayhe
proper posture, the system affottie next step of the s-
ture. Freemaast al classifies this next stegs either dynami
or static [6]. Inthe dynamic case, the system must af
some change in the position andfmsture of the hand

contact with the displayn the static case, the system r
afford removing the hand from the display.

Static Posture Affordance: Button Widgets

For gestures which require only a static pose, ae the
button widget metaphor (Figure. Buttons should always t
pressed and then released. When one button isedréssif
the wser “misses” and touches the background), any n-
ing buttons will flash red. Once all buttons aregsed an
held, the buttons turn green, indicating the uaerreleas

Figure 3. (1) Button widget affordance, (2) user places a single fin-
ger, causing remaining buttons to light up, (3) (4) adding additional fin-
gers, (5) buttons turn green, success notification is shown.

For gestures involving particular pose, such as corner h
side or 2palms flat, a button of a corresponding chares-
tic shape are shown, e.g. arshaped button, or a “mitte-
shaped button (Figures 8-H and>8- This is similar in a-
ture to that shown in [28Pistinguishing between dynarn
and static gestures at this stage is an innovati@n prior
work, where users were simply induced to place thed in
the appropriate posture and await furthstructions
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Figure 4. spring widget states: (1) User assumes posture. User ex-
tends (2a) or compresses (2b) spring causing visualization to change.
(3a) Spring overextends, slipping off user’s grip and “bouncing.” (3b) User
compresses spring fully, and is notified of success completing gesture.
Dynamic Posture Affordance: Spring Widgets
For gestures whiclhequire movement following the initi
contact, we use the spring widgetetaphor Figure 4).
Springs can be connected at each end tobgect, typically
contact pad, which can be manipulatey touch inpt.
Springs are typically pinned to the scregrone end.
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We always associate desire@vament with compressing
spring, in which case it turns gre If springs are extended,
corresponding to a “wrong” movement, they turn and
eventually “slip off’ the user’s finger. Springseegprocedu-
rally animated using a D- physics model;dragging a
spring’s contact pad takes thprin¢ out of equilibrium as it
stretches or compresses to maintain attachmerhetga..
When the user releases, the spring system is netjui-
brium and it “bounces arounddr several seconds disst-
ing momentum until equilibriunis restore. Touching the
background (missing a contact pastimulates an “earth-
quake” effecby briefly taking the spring system out of i-
librium to draw attention to the ps (we observed that no-
vice multitouch users often “pokeurtively at the display at
first). The reactive, simulation nature of the spring wid
produces animated results unique to the user’d.

When a gesture is performed incorre, a tool-tip fly-in
indicates the péormance was “Not Quite Right,” mu like
[7]. When performed correctly, a -in says “Good Job”.

®

Incorrect Direction

(Slips Off Fingers)

Correct Direction

Figure 5. Physical props afford and constrain input. (1) User as-
sumes posture, (2a) rotates right or (2b) rotates left, causing spring
visualization to change. (3) Incorrect performance causes a notifica-
tion and spring to bounce when contact is released.

Dynamic Posture Affordance: Physical Props

To clarify interactions and to augment the lineastions
implied by prings, we utilize additionephysical props for
some gestures. Like springbgse props are based one-
ryday things” to leveraga priori knowledgeabout how to
interact with them [27]. Unlikepsings, the are not interac-
tive by themselves, but become interactwhen attached to
a spring(s). For instance, thefibger rotate gesture puz:z
connects a wheel prop radiatty a spring Figure 5) to allow
rotation about a pivot at its cent@hus, thewheel transduc-
es linear pring motion into circular motic. The opening
palm gesture, illustrated withteand overlay gripping a bloc
of wood which appears to tmrewed to the backgrod,
indicates thathe grip should be openevithout moving the
palm.

Props also add varietyithout requiring the user llearn an
entirely new metaphofor each gestu. The finger pads
mentioned above are essengialery simple props and so
essenceqt least one prop accomparevery spring widget.
Additional Contact Affordances: Progressive Disclosure

For some gestures, suchlainger right, add 2° finger pull
down additional progressivdisclosure is needed. For st
gestures, we show additionaffordancesin a feedforward
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[12] manner once they become nee(feidure 6. Once the
first part of the gesture is complete, the second part apj
with an attention-getting “shrink&nimation,showing addi-
tional widgets, and a new hand overl&ge-forward can
also be used with buttons (Figure 9-I) this example, nce
the user depresses the buttorseaond button appeawith

an animationA new hand overlay appears showing a se«
finger pressing the new button. The user then psefsis
second button, at which point both buttons turregyrend-

cating the user can release.

Figure 6. (1) User begins compressing spring. (2) Animation displays feed-
forward of a spring and new hand overlay (not shown). (3) New spring discloses
second gesture step. (4) User assumes new posture and completes gesture by
compressing springs.

Long-Term Engagement: Trophies

To furthermotivate users to return to learn more gestures
provide a collectible trophies system. When the sseces-

fully completes a gesture, they are awarded a enicpphy
(Figure 3, which includes an icon, name and text, simib

many video games [8] he trophy eventually collapses ir
a box which shows the last three trophies e, a counter
indicating how many trophies have besrne,, and the total
number available. Touchindpis box opens a full lisof all

trophies, including grayed-out entries fames thahave not
been awarded yet. Tropimames make use of word ps on
the original command name, much like video games

award trophies [8].

Patting the puppy

ga Reach the High Leaves

Figure 7. (1) User completes Dog gesture and gets a trophy. (2) User
presses trophy button to reveal full trophy list, including ones not yet earned.

Gesture Set

We implemented 16 unique gesturBgy(ire8), based on the
taxonomy-spanning set developed in [Blotably, ve ex-
cluded pure path gestures (e.g. pigthérause they do n
naturally fit the spring metaphor without furthettensions
or violations of how springsvork in the real world e.g,
springs as complex paths). We leavthpgesture to future
work, perhaps adapting an OctoPotike-[12] approach.
We also did not implement any gestures that utaizeolute
timing information, as these are not covere(6]. The 16
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gestures implemented @®esture Ple represent 14 points in
the taxonomy These 14 gesture types are afforded 1|
only spring and button widgetsietaphors coupled with
physical props where appropriattill, some gesture types
may require additional meghors, for instance above-the-
surface interactions that involvelBinformation

Similar to GestureBar, the help system is invokgdreans
of a persistent toolbar (Figure M)/hen a button is clicke:
the gesture puzzle for that command is displayeal jmec-
tice area; interactiondére do not affect the application,
users can safeliplay around” as they learn the gest
Gesture Recognizer Support

Gesture Play is bestmpatible witl gesture recognizers that
can provide interactive recogniticwith Boolean output. If
the recognizer identifies a partially complete gests bein
wrong, Gesture Play will respond by causing thetaxt
pads to slip off and/or by notifyil the user that the gesture
was incorrect. Gesture Play provides the recogniith the
context of which gesture the user is learn
IMPLEMENTATION

Gesture Play was implementad Windows Presentatic
Foundation (WPF)using a Microsoft Surface, with -
cameras fosensing, and a 1024x768 1-projected screen.
The physics setup usti®e Farseer-D physics engine [29].
We wanted the user experience with the spring widte
produce similar responses no matter which dire the user
dragged the contact pads. Thasle spring that is visible 1
the user is implemented as fanvisible 2-D spring models
where one end of each spring is attached to a conpoimt
on the object in question (with the exception dfational
elements, which use two springs). The other en@amh
spring is attached along a fixed distance away ftbe
common point along 4 odinal directiois (.e., the springs
are arranged in &' shape centered on the obje. While
this is not a perfect simulation of reality, inqtitesting we
found that this matched the user’'s anticipated aesg
Props are manipulated in the followimanner: when the
user touches the prop, miniatuievisible 2-D spring models
attach from each finger contgmini, to the touched point on
the prop. The approach used2d] could also be explored.

For simple gestures, the gjere recognition is fully imje-
mented in software. bte complex gestures are recogni
using a Wizard-of-Oz approadttased o that used in [6], in
which a Wizard uses a scregmot visible to the us) to per-
form recognition. As in [g] the scree shows only sensor
data from the Surface camera (the Wizard doesawtiy-
thing a recognition algorithm would not s, using a pre-
defined, consistentecipe for performing recogniti. The
same Wizard wassed for all experimen

EVALUATION

We hypothesize bgreaking up the learning of each ges
into a separate, puzzle, and tying the learningnaftiple
gestures together through collectible trophiestsusdl find
learning each gesture fun, and dsomotivated to return to
experience each puzzle and collect the tro. We further
hypothesize that users wplerform more gesture rehear:
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Al

Opening palm

2 palms down

¢ 2 hand edges
outward swipe
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2 palms + thumbs close,
move up

2 finger pull down

1-finger tap

4-finger tap

Figu re 8. The 16 gestures implemented in Gesture Play, based on the taxonomy from [6]; widget designs are shown with initial postures/hand overlays.

using Gesture Play, as they interact and “play’vilie ges-
ture puzzles (thereby rehearsing the associatedrggsthan
when using video demonstrations (control). Morepwee
hypothesize that recall rates with gesture puzzidisbe at
least as high as with the control. We also hypdahkethat,
unlike ShadowGuides and other previous multi-togesture
teaching methods, Gesture Play will be immediatgy
proachable, not requiring a tutorial on the on-sareisuals
before the user can begin to use it. In additiomhypothes-
ize that despite being slightly more effortful tain with,
that Gesture Play will be preferred by users.

Thus, the goal of our evaluation is to test thivfaing:

H1: Gesture Play will be on-par with established teghes
in terms of recall.

H2: Gesture Play will motivate users to rehearsestuge

H3: Gesture Play will be immediately approachablesrsis
will have few errors on the first attempt to penfoa gesture,
without being instructed.

H4: Gesture Play will motivate users to learn morstges
overall.

H5: Despite requiring greater effort in some casesst@e
Play will be preferred due to its motivational adtzayes.

To evaluate these hypotheses we conducted two iexper

ments, one quantitative, and one qualitative.
EXPERIMENT 1

Our goal with this experiment was to evaluate Hedsure
recall rates) and H2 (motivate gesture rehearsals)mod-
eled our methodology after that demonstrated in [6]

Participants and Equipment

We recruited 20 participants (compensated) fromuthaer-
graduate population of Brown University (13 femadged
19-28) using Internet ads. We excluded studentsningjin

Computer Science and related fields, and advertigddly

to get participants from a broad range of backgisuirar-
ticipants had no experience with anything more aded
than an iPhone. Three participants played compmadenes
regularly. Participants used a Microsoft Surfacdtirtouch

computer (see Implementation, above).

Study Design

We used a between-subjects design in which paatitip
were randomly assigned to use either Gesture Riagno
alternative teaching tool consisting of video desimtions,
mimicking the baseline tool used in [6] (as in [6§ video

was longer than 3 seconds). Videos are activatedividen-
tical toolbar to Gesture Play, and have a repldtohu

The current task was displayed at the bottom ofstireen;
once completed a Next button appeared allowingsusego
on to the next task. The concept of a gestural canchwas
explained to users. Unlike with previous multi-tbugesture-
teaching systems, where participants were taugharimota-
tions and affordances in advance, no introductmredach
help system was given other than informing pariotp it
was available and how it could be invoked. Thetgopys-
tem was disabled in this experiment. As in [6],legesture
was given a neutral animal name, such as “hors&atf.
Part 1: Learning Performance & Approachability

The goal of this portion of the experiment wasdset tH1:
that learning performance with Gesture Play willdbdeast
equal to that of the video teaching tool.

After a pre-questionnaire and introductory statetmaartici-
pants were randomly assigned to one of the twohiegc
techniques. They were then asked to complete assefi
trials, comprising 12 blocks of 16 trials each. lEddock
contained each of the 16 gestures in a random .oBker
tween blocks, we toggled the availability of théph®olbar,
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providing six blocks of learning trials, and sixobtks of
memory trials, allowing us to measure recall pregreely.
As in [6], participants were not asked to memotlze ges-
tures. Since our study differed from [6] in thaert were
multiple memory trials, we instructed participattsuccess-
fully complete a gesture only once in a given t(@kvent-
ing uncontrolled rehearsal). During the memoryigrigelf-
rated confidence on a 5-point Likert scale was ndea after
each gesture but before the success/failure fekdbas
shown. Users were required to repeat a gesturé thefy
performed it correctly, or gave up. In summary, experi-
mental design was as follows:

2 learning techniques

x 10 participants per technique

x 12 blocks of trials

X 16 gestures per block

= 3,840 correct gestures completed
Part 2: Propensity for Play
The goal of this portion of the experiment was det tH2:
that users will be inclined to practice gesturesamaith
Gesture Play than with the video teaching tool.

At the conclusion of the 12 blocks, participantseveerbally
asked to perform 6 gestures using their assignipdsiistem.
After each gesture, participants were asked twditgtiae
guestions about their opinion for that gesture. fitnaber of
times the user performed the gesture was recorded a
measure of the participant’s propensity for plathvtfe tool.
We believed that if such propensity existed aftangleting
192 trials (after which presumably any novelty vebbbve
worn off), that would demonstrate a strong effect.

Part 3: Questionnaire

Following Part 2 of the experiment, participantsevasked
to complete a questionnaire.

The goal of the questionnaire was to determine hérethe
system they used was difficult to learn, whethewytfelt it
was helpful, and whether the tasks were easy topleien
We also asked them to rate how ‘fun’ the learnipgtem
was. This qualitative feedback can be taken-updsjgmers
in considering the Gesture Play technique.

Results

As our data was non-parametric, discrete, and alichppear
to fit a known distribution, we used a 2-tailed Mawhitney
test to test for differences between conditions

Part 1: Learning Performance & Approachability

Looking at recall rates, there was no significaffecence in
recall from the memory trials between conditionsrfemo-
ry blocks 2-6 (Figure 9) although the averages for Gesture
Play were higher for all trials (an average of $d2igher,s*
= 4.39%). Interestingly, there was a significarfitetlence for
the first block, with Gesture Play showing 164.3%ager
recall (Z=2.28, p<0.05); however, the overall numtfeges-
tures remembered was relatively low, just under 5%
surprising, since they had seen and practiced gasture
just once at that point). Mirroring this, the usatings of
memory confidence on a 5-point Likert scale shoaesimi-
lar trend, with a higher average rating for Gestiay in all

Gesture Recall (1st attempt)
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Figure 9. (Left) Learning performance; number of gestures recalled vs. block.
(Right) Propensity to play: number of gestures performed unprompted in Part 2.
trials (an average of 9.81% highef,= 6.42%), however
these differences were not significarithese results thus

support H1: that Gesture Play is at least as éffeess estab-
lished techniques at teaching gestures.

We note that although ShadowGuides showed signtfica
better recall than the video technique, we obsemedh

better recall for video tutorials than they repdr{€]. We

posit that this may be due to differences in expental de-
sign or user populations. Gesture Play performé&noa-par

with ShadowGuides in the number of rehearsals.

We now examine approachability [7]. In particulae look
at the number of failed attempts, on average,ak tm get
the gesture right during the first trial, when tleer was most
inexperienced. There was no significant differebhetveen
video and Gesture Play (Z=1.98, p=0.05) (note tthiatwas
borderline, but did not satisfy the=0.05 threshold). The
number of failed attempts was on average quiteftovGes-
ture Playx = 0.29 (02 = 0.33) and videax = 0.1 (o2 =
0.15). These results thus also support H3: Gesture Blay
approachable without requiring priori instruction on its
disclosure mechanisms.

Part 2: Propensity for Play

As described above, after the 192 trials were cetaplisers
were requested to perform 6 gestures and were dsked
controlled questions after they performed eachtueslay
users on average performed the gesture 3.6 tim@38,307%
more than the video control (Figure 9). This diéfere was
statistically significant (Z=3.03, p<0.01). Thessults thus
support H2: that Gesture Play encourages usersatdiqe
the gesture for the sake of interacting with theteay.

Part 3: Questionnaire

There was no significant difference between subjent
terms of difficulty to learn the help system (Z#9D,
p=0.36), the helpfulness/not helpfulness of the tesistem
(Z=-0.86, p=0.39), and the ease of completing &zening
task (Z=-0.47, p=0.64).

However, there was a significant difference in tgponses
to the question of how fun or not fun the systens,wsith
Gesture Play participants reporting an average@®{gbme-
what fun) versus an average of 3.1 (neither funnodrfun)
for video (Z=-2.21, p=0.027). These results supputcore
fun aspect of Gesture Play in H4.

EXPERIMENT 2

Our goal with this experiment was to directly comgp&es-
ture Play and video demonstrations to collect tptale

1 Significance values for recall rates for memonckl2: (z=-0.038, p=0.97), block 3: (Z=0.66, p=0,3flock 4: (Z=-0.24, p=0.81), block 5: (Z=0.08,0083), block 6: (Z=-0.44, p=0.65)]
2 Significance values for confidence ratings for megnigock 1: (Z=0.947, p=0.34), block 2: (Z=0.41,Q967), block 3: (Z=0.72, p=0.46), block 4: (Z=0.460.64), block 5: (Z=-0.64, p=0.52), block 6: (Z#, p=.86)
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feedback as a test of H4 (motivate more learnimg) ld5
(prefer to previous techniques). Unlike Experiméntthe
Gesture Play Trophies function was enabled. Theraxent
was meant also to evaluate the difficulty of thest@Gee Play
system in the context of the MDA Framework’s “swegbt”
for difficulty level [30], and provide additionahsights into
the Gesture Play technique for future implemematid his
was accomplished through think-aloud responsesivietv
guestions, and Likert-scale responses.

We recruited 9 participants from the undergradyeaigula-
tion of Brown University (5 female, aged 18-22)ngsinter-
net ads (same restrictions as Experiment 1). We aseith-
in-subjects design in which participants executegestures
with Gesture Play, and 8 gestures with the videohote
Gestures were randomly assigned to each block doh e
participant. As with Experiment 1, participants &en-
structed on the nature of gestural commands bug wet
instructed on how to use either help system, beymwd to
invoke it using the toolbar buttons. Unlike Expegim 1,
participants were allowed to ‘play’ with the systémough-
out the experiment, and repeat gestures which feamh b
completed correctly. Participants were asked toktaioud.
At the conclusion of the study, which took approaiely 40
minutes, participants completed a questionnaireend/ime-
cessary, Gesture Play was referred to by the namenys
help system” and videos as the “video help systdmtiip-
ment used was identical to Experiment 1.

Results and Observations

User Preference

8 of 9 participants described Gesture Play as "ftengag-
ing,” and “rewarding” to solve the “easy puzzlearid that

solving puzzles produced a “sense of accomplisiiment

When asked which of the two help systems they pexle
overall, 6 of 9 participants chose Gesture Plappstting

H5. The 3 participants who chose video thought @edture
Play was “a little more difficult,” since the puesl needed to
be solved, and they preferred the minimalist nad@iredeos.

Play as Motivation

7 of 9 participants stated that the fun and engagértiney

felt when using the springs would motivate thentryoand

play with more gestures, thereby learning morel,tctap-

porting H4. The 2 participants who chose video imaet

that although Gesture Play was fun, this was netr@ang

motivating factor for them. 4 of 9 participantstfiiat with

Gesture Play, they felt “less penalized for beimgng”.

Unprompted (and unguided), all but 1 participargctibed
Gesture Play as “fun” to use. No participants dbsdrthe
video condition as fun. This gives confidence ttine res-
ponses for fun were for the teaching system itsadf not for
gestural interaction in general. In addition, wesatved the
participants universally “played with” Gesture Playften
executing a gesture numerous times after compldéting-
prompted, consistent with Experiment 1. In additioeyond
repeating the gesture successfully, participantenadctively
explored the range of possibilities for the gestarel expe-
rimented with whether other related motions woutdrec-
ognized as being part of that gesture.
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In contrast, videos generated no repeat perfornsainceir-

tually all cases. Participants had a very stromgl¢ecy to
move on to the next gesture after completing eachess-
fully. In the relatively rare cases where particizadid re-
peat a gesture before moving on, in virtually alées they
performed it just 1-2 additional times. 3 of 9 pEpants

mentioned that they did not like waiting for thedebs to
complete, despite the fact that no video was lotigen 3
seconds, and went on to say that they preferretufeeBlay
because they were actively engaged the whole tide'did

not have to wait.” These participants went on tp thet it

was “annoying” to watch “someone else do a readlgye
thing and then copy them.” One participant statexdvideo
technique “makes you feel like a child, in a bad/Wa his

supports our goal of hitting a “sweet spot” of difity as

advocated by the MDA framework.

Trophies as Motivation

Three of 9 participants felt the trophy system imsresting
and motivating to them, while the remaining twadkidid

not feel they were motivating. The participants wivere

interested in the trophies felt motivated to cdlilsem, with

one participant saying that although they had robual val-

ue” to her they were fun to collect and she fetnpelled to
do so even though this was somewhat “irrationalvoTpar-

ticipants suggested receiving “awards” as parthefttophy
system, such as downloadable backgrounds or sinthd

application, or even social networking websitegnégion.

All 7 of the users who stated that Gesture Play mase
motivating than videos also stated that the pugateé-like
aspect was the primary source of motivation, rathan the
trophies. When asked if they felt trophies would atlich to
the video help system, participants felt it wouldd dittle
since they had “no sense of accomplishment” aéplicat-
ing a motion from video. Participants did feel tlifae tro-
phies system gave a sense of progress, by whighcthdd

measure their own knowledge about a program based o

how many trophies had been unlocked.

Difficulty and the MDA Sweet Spot

While 7 of 9 participants preferred Gesture Playpf49

stated that the videos technique made it easikyaim ges-
tures. As explanation, participants stated thah witeos,
they were required to “imitate” the video, wheréaisGes-
ture Play they need to “figure it out on your ow&veral
participants stated that this made Gesture Play mhifficult,

but later went on to say this made Gesture Playréseard-
ing, as predicted by the MDA Framework [30]. Othéalt
that the Gesture Play puzzles were “easy” and itiaeu”

When asked whether the puzzles were too hard,asyp e
just about right, 1 of 9 participants felt they weoo diffi-

cult, 1 of 9 too easy, and 7 of 9 “about right.”

In terms of the potential for each help systemealistract-
ing in the context of a real application, no pépaats felt
either would be a serious distraction, while 3ipgoants felt
Gesture Play would be more distracting than vidébese
participants said they needed to think more tonleaith
Gesture Play than with videos.
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DISCUSSION

We believe that the support for our hypothesesegathin
both experiments indicates that Gesture Play cgmreti-

vate users to learn gestures and represents atipbiem

provement over previous techniques.

Threats to Validity (Experiment 1)

The controlled nature of the study places obvigugdtions
on the generality of results. The fact that pgsticts were
tested multiple times in memory trials may havesbiathem
to memorize the gestures more than they would iacamal
application; however this effect was equal for botimdi-

tions. This effect was ameliorated by the fact thatdid not
allow users to rehearse or practice each gesture than
once per trial. The population used, universitglshis, may
not be representative of other populations. Theas wo
significant difference in self-reported computerpestise
between experimental and control groups.

Recall, Performance and Approachability

Gesture Play showed no significant difference callerates
compared to video in each memory block, thoughvemname
the recall was 5.02% higher for blocks 2-6. Theeption

was the first memory block, in which the difference

(164.3%) was significant. This is notable sincghibws users
can learn the gestures at least as well with Geflay as
with videos, even though they may think about thstgre
puzzle while performing the gesture. Given the ioed

performance after just one rehearsal, it is posditdt with

small number of gestures/short usage scenarioss nsght

learn gestures with fewer rehearsals given thatgrdevels
of processing are required to solve the gesturelpuiVe

leave this exploration for future work.

It is also notable that the average number of dagitempts
for Gesture Play, on the first trial when the usas first
exposed to the system, was so low, 0.29 failednati® per
gesture learned, given the lack of instruction, tnedpuzzle-
like nature of Gesture Play. Indeed, the fact tiwate was no
significant difference between Gesture Play an&asdwas
quite surprising, and suggests that the physicéhphers of
spring and button widgets, used in tandem with grogas
effective in teaching the gestures, and specificall com-
municating the requirements of the gesture, anddcsup-
port a walk-up-and-use learning scenario, as destiin [7].

The number of initial failed attempts differs frdi#], how-
ever. We attribute this to the fact that we did siatulate a
walk-up-and-use scenario on a full-fledged apglticatand
also to the fact that the pen gestures used iwgrg more
complex to perform, parameterized, and includedimtrer
of essential nuances in each gesture.

Perceived Cost Structure and Motivation

Gesture Play significantly outperformed videos emts of
the propensity to play, and to repeat gesturesommpied, by
273.7% more — even after 192 trials, certainlyisigfiit time
for the novelty of a gestural user interface to mafd In-
deed, it is notable that the “effort” required &peat a ges-
ture is identical between the video and Gesturg R&p
systems, since the hand motion on the screen isdire.
Thus, since the actual cost structure is identitag clear
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that Gesture Play lowers tiperceivedcost structure for the
user, or conversely, motivates the user to a grextent to
repeat and explore the gesture. This was furtherebout by
the qualitative study, which showed that all bub tpartici-
pants felt Gesture Play was more motivating tonegstures
overall, and was further preferred as the learsiygfem of
choice despite requiring more physical effort.

When taken together, we believe these results gitr@ug-

gests that in ecologically valid settings, usersiidigerform

the number of rehearsals required to commit gesttwe
memory, sooner, and with much greater likelihoosingi

Gesture Play than video-based demonstrations. Hawthe

fun or slightly increased difficulty of Gesture Plaight also
have distracting side-effects. We believe thegialmesults
motivate future work to explore performance in egatally

valid settings, and with more diverse user poporesti

Mnemonics & Learning Methods

Previous work has shown that users remember gestiae
mnemonic stories [3]. However, the significant eliéfnce in
recall rates after one trial may indicate that sigaitially rely
on other methods. We hypothesize that Gesture dPé&ates
stronger initial short-term memory impressions théateo
demonstrations since users need to think more dabeges-
ture puzzles than the videos. However, we furtlypothes-
ize that when users become aware of their neeshtember,
they begin to create mnemonic stories and the rdettio
presentation becomes far less important for rethls, after
the second memory trial, video and Gesture Plafpperon
par with each other. During interviews at the caosidn of
the study, we found that participants from both éxeeri-
mental and control groups relied primarily on mnaiao
stories to remember gestures, and furthermorethbat sto-
ries were often very similar despite the major edfhces
between the way the help systems teach gesturesxkm-
ple, almost all users said they remembered thesHiages-
ture because the L-shape hand posture closely bdesgm
“the back of a horse.”

User Preferences

Interestingly, despite the advantages that GesRisy
exhibits for motivating gesture rehearsals and idiog a
fun user experience, 3 of 9 participants still pnefd video
demonstrations overall. We hypothesize the peefs for
video was driven by short-term cost structure: eglenay
require less conscious thought to interpret gestuféis
leads us to believe that there are at least twopgrof users:
those who prefer a fun and thus motivating procass
those who like the “easiest” possible option inghert-term.
Further work is needed to confirm this hypothesis.

Fun as a Design Principle

The quantitative study indicated that, betweenesiibj Ges-
ture Play was significantly more fun (rated 4.0prfewhat
fun”) than videos, which were not fun for usersdda3.1,
“neither fun nor not fun”). Our studies also indeghat par-
ticipants were strongly motivated to perform adufitil repe-
titions and explorations of each gesture to expeaehe fun,
amusement, and “sense of accomplishment” produged b
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Gesture Play’s physical metaphors and trophy systdms,
we propose the following design principle, extendiB2]:

Motivation through Scoped Fun User Interfaces Principle: users
will be more motivated to explore, play with, améin un-
familiar user interfaces if such interfaces use phositive
reinforcement of a fun, engaging, and rewardingeerpce
that is of sufficiently short duration to not datt from the
primary tasks, but long enough to be engaging.

We did not observe anything to suggest that thisciple
would be restricted to the domain of learning gestuwe
therefore hypothesize that this principle appliesally,
beyond gesture learning, to user interfaces inrgéne

We propose that this generalized fun principle ddadcome
valuable in Ul design and could be applied broadlpost-

WIMP and WIMP user interfaces alike. Applying desig
techniques used to construct games, such as the MDA

Framework [30], may represent a fundamental HChadg.

CONCLUSION

We have presented the design of Gesture Play, wisek
the positive reinforcement of fun, physical metaghan-

cluding spring widgets, button widgets, and phylsgraps,

to teach gestures. Our quantitative evaluationcatds that
users have a significantly greater propensity &y plith and
rehearse gestures using Gesture Play than witb ddmon-
strations, and further that memory recall is edenato vid-

eo demonstrations, while short term recall aftsingle re-
hearsal is improved. Our qualitative evaluatioridates that
users felt Gesture Play was more motivating fornieg

gestures because of its “fun” nature. Finally, weppse a
design principle for the creation of fun user ifdees.
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